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Abstract:- In Control System Industry with the advent of electronics, new control strategies and regulatory requirements have led to the use of
numerous kind of physical sensors for advanced diagnostics requirement. The critical inputs from the physical sensors controls the performance of
the entire control system. Though these physical sensors are of great importance, they are expensive and failure of these components can lead to
devastating effects. So this approach covers the virtual modelling of these physical sensors to avoid the inventible failures.

Index Terms— Virtual Sensors; Empirical Modelling; Control Systems; Multi variate Regression analysis, MATLAB Simulation, Modelling.
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1. INTRODUCTION

Almost all of the Control System today uses control module
for controlling the performance of the system and also for
important real time decision making, the performance / decision
made is based on some inputs from various sensors which are
present in the Control system.  As we know electronic control
systems comprises of mesh of sensors and its subsystems; these
sensors along with the subsystems play a critical role on the
performance of the control system. System performance is all the
way controlled through output values from these sensors, and
these values are critical to the safety and stability of the system.
Installing such sensors in the system adds the price of the system
which is also one of the important factor in today’s competitive
market. Hence development of a virtual sensor via data driven
modelling and physics based modelling will play an important
role in the coming great future of System engineering.

2. FUNDAMENTALS OF VIRTUAL SENSOR DESIGN AND
ITS MODELLING TECHNIQUES

As the term suggests virtual sensor is not a physical sensor but
behaves like one. These breed of sensors can be used, to act as
backup sensors or as main sensors where placing a physical
sensor is not possible due to parochial nature (e.g. Mechanical
restriction, cost restriction, etc.). Virtual sensor modelling can be
either Empirical based, where historical data can be used to derive
a correlation between the response and the predictors or it can be
analytical based where physics and formulas are used to derive
the value of the sensors based on certain actual sensor inputs.
Selection of these modelling technique depends upon the design
of the sensor, its environment and mathematical calculation
approach.
    These two different types of modelling techniques have their
own pros and cons. Analytical or physics based modelling is
based on the physics of the system and sometimes fails to
incorporate any noise that might be introduced in the system,
which does not provide an accurate model. Whereas Empirical
based modelling is dependent on the historical data that we have,
regarding the system. This data containing the noise factor can be

used to find the correlation between response and predictors using
various techniques like Linear regression, Multi variate
Regression, Weighted least square regression, etc.
    These virtual sensors as discussed before can be used for
replacing an actual physical sensor through modelling it which
estimates correct output values or it can be used as a backup for
the actual physical sensor. The proposed methodology is based on
data driven modelling and it can be fine-tuned further to get
accurate output values. The most important part for such model
development is the accurate inputs i.e. getting a robust data set
which incorporates the entire operating range of the system and
differentiating between good and bad data. For implementing this
one has to have knowledge about the system dynamics and its
performance.

    Now let us understand how these systems are represented /
modelled,

Fig 1 – Sensors in the control system

In figure 1, S1, S2 & S3 are the three sensors placed at different
positions  in  the  control  system.  Sensor  1  &2  are  less  in  cost  as
compared to Sensor 3. Now Sensor 3 can be modelled virtually
by using the data of sensors 1 &2 to reduce the cost of the system
and also to make the system compact. E.g. output of Sensor 3 can
be expressed as a function of outputs of Sensors 1 & 2.

S3=f (S1, S2)                                     (1)
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3. MODELLING TECHNIQUE / DESIGN OF EXPERIMENT

Our idea involves modelling a virtual sensor using empirical
modelling technique. Once we have the historical data for entire
operating range and all the influencing parameter (Predictors), we
can model the sensor virtually. This type of modelling techniques
are also called data driven modelling. The modelling and data
analysis done further in this paper is done using MATLAB. It
follows the sequence of data collection, its analysis, sorting,
regression / curve fitting, finding the coefficients, mapping them
in the system and see their results.

A. Data collection
It covers the data collection for the entire operating

range of the “predictors” that might directly or indirectly
influence the “response” and keeping in mind the variation that
occurs due to mechanical parts, due to various setups etc. so that
we  can  get  a  robust  data  set.  We  need  to  collect  the  data  in
regards to “response” (Dependent variable) which is our reference
value and a set of “predictors” (Independent Values). The
response have to be correlated with the predictors and an equation
based on the data collected has to be formulated. While doing all
this we must be sure that we are filtering out the “bad data” as it
may give inevitable results. Then we regress the data set of
“predictors” w.r.t “actual response” (Reference Value).

Some of the predictors are actual data from physical
sensors placed on the systems and others are based on derivative
data which have been derived from the actual data from the actual
sensor. (E.g. see in the figure 2 the output X3 = X2 * X1), these
relationship and assumptions is based on the control system
architecture. This type of modelling gives good results when there
is more number of data points.

Y= f (X1, X2, X3, … , Xn)

Fig 2 –Entire data set including Y (response) and X1, X2….Xn (Predictors)

B. Data analysis
Data once collected for the entire operating range,

should undergo sanity checks. In this we observed trends of
‘Response’ w.r.t ‘Predictors’. Then we filtered the data by
removing the outliers or garbage value if any. The more we filter
the data, better was the fit. Filtering of data is based on the
knowledge about the system.  Ideally all the outlier data points
should be removed. The behavior of the “Response” can be
studied by plotting them and filtering them manually with
knowledge. We did the same thing. Below graphs shows the

response data plotted and how we filtered it in reference to
predictors. After couple of iterations and filtering the data sets we
got the final fine and filtered data set.

Fig 3 – 3D Plot for Y (Response) w.r.t X (Predictors)

Fig 4 – 2D Plot for Y (Response) w.r.t X (Predictors)

These data plots helped us to filter “Bad Data’’. Now as per our
control system considered, the trend of the data should always be
increasing with increase in X2. So we filtered the data in such a
way that where ever the trend is not being followed, we removed
those data points and then considered them for regression. Figure
5 & Figure 6

Fig 5 – The data points enclosed in red circle do not follow the trend.
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Fig 6 – Filtered data set with outliers removed

C. Regression analysis
With the initial input data for regression, we started working

on it which was aimed at generating an equation that can be
modelled in MATLAB Simulink.

Regression analysis is a statistical process of correlating the
independent variable (Predictors) to the dependent variable
(Response). It estimates the conditional expectation of the
dependent variable given that the independent variable are held
fixed. Regression analysis is widely used in prediction and
forecasting. It also depends on the data set being used and the
data generating process.

In more detail the general multiple regression model, contains
n independent variables:

Yi= a1 * Xi1+ a2 * Xi2+ …+ an * Xin
    Where Xin is the ith observation on the nth independent
variable, and where the first independent variable takes the value
1 for all i (so “a0” is the regression intercept).
    Then the least squares parameter estimates are obtained from n
normal equations. The residual can be written as,

a0= yi- a1 * Xi1- …. - an * Xin
The normal equations are

Once these outlier data points were removed we generated
regression equation using MATLAB or Minitab and reiterate the
process until we get a good fit and least possible P-Value and
highest percentage of R-square (predictor) value.

Fig 7 – Data fit regression using Minitab 17

Fig 8 – Residual plots of regression done: Minitab 17

And once we perform multi variate linear regression of the data
set we get a form

Y = a0 + ∑an*Xn …………..n ={0,1,2,3…n}
Where,
     Y is the response.
          a0 is the Regression constant
          an is the Coefficients of predictors
          Xn is the predictor value obtained from data set

Modelling the regression equation in MATLAB Simulink
This form is a very common form that is encountered during

Multivariate Linear regression.  Once this equation was generated
it was modelled in MATLAB Simulink to generate a data driven
model for virtual sensor (Figure 9).

Fig 9 – Modelling the regression equation in MATLAB Simulink
(Instrumentation data is the actual sensor data)

Above figure shows the regression modelling done using
MATLAB Simulink. a1-a9 are the regression coefficients, X1-X4
are the predictors, 498 is the regression constant and the output of
the sum block (simulated data block) is the response / output,
which is given to the scope to see the results.
    This model was later tested and validated using actual test data
and plots were compared for Instrumentation data and Simulated
data.
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4. RESULTS

When the simulation was run for the first time the following
trend was observed (Fig 10). The yellow line is the simulated data
by the model developed by Simulink MATLAB and the magenta
line is the actual physical sensor / instrumentation data. Note that
here the simulated data and the instrumentation data almost
matches but there are some differences at the peaks of the
instrumentation data. This is may be due to incomplete / lack of
fine tuning the regression coefficients. We will again fine tune
these coefficients further using MATLAB.

Fig 10 – Simulation results without fine tuning the regression coefficients

After fine tuning the regression coefficients by filtering of
data in MATLAB we got the following results (Fig 11).

Fig 11 – Simulation results after fine tuning the regression coefficients

Note that here the peaks of the instrumentation data matches
almost with the simulated data after fine tuning the regression
coefficients. Also there is match in data trends for both of the
data.

5. VALIDATION RESULTS

After fine tuning the regression coefficients we got the
accuracy level within ± 10 % (Figure 12). Now the
instrumentation output (blue line) and the virtual sensor output
(red line) matches in values as well as trends. The green line
indicates the percentage deviation of the virtual sensor output
with respect to the instrumentation output. The % deviation is
within ± 10 % as per figure.

Fig 12 – Validation results with the actual test data

6. CONCLUSION

We can model virtual sensors to back them up during failure or
replace them by developing accurate models which estimates the
parameter values based on actual sensors which are present. This
proposed Methodology is based on data driven modelling and it
can be fine-tuned to get accurate values. The most important part
for such model development is getting the correct data and
differentiate between good and bad data. This technique has a
very wide scope of application in Control Systems for diagnostics
to develop models for virtual sensors for fast reactive systems
(System where response time required is high).
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